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We validated our ideas on three problems, using two baseline RL algorithms —
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where [i constrains the policy search. from a robust control prior.
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